Math 350 Exam 1 Topics

Vectors in R™, length/distance, dot product:
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||X||:($%+"~+:L’,21 , X y=z1y1 + -+ Tnln

Functions f : R® — R™, composition

Limits (e-¢ definition, but no proofs), continuity:

lim f(x) = ¢ means
X—X0

for all € > 0, there exists 6 > 0 such that
lIx =%oll <6 = [If(x) —cl| <e
f:R™ = R™ is continuous if limyx_,x, f(x) = f(X0).
Partial derivatives. If f: R” —» R™, x = (z1,...,2,) = (f1(X),..., fm(X)),
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e Total derivative. Definition: D f(xq) is the unique linear function D f(xg) : R” — R™ such that

i G0 = F(x0) = Do) (x = x0)ll _

x—%0 % = o]

As you proved on PS3, the matrix for D f(xg) is the matrix of partial derivatives:
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e Special cases of total derivative:

— Velocity: for a path/curve ¢ : R — R™, t — (c1(1),...,cn(t)),
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c'(t) = Dc(t) = :
L)
— Gradient: for a scalar function f: R"™ — R,
5-(x)
Vix)=Dfx)"=| :
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— Properties of gradient: V f(xg) orthogonal to level sets of f; V f(xg) points in direction of fastest
increase of f at xg.

e Properties of the derivative:



— Sum rule:
D(f +g)(x) = Df(x) + Dg(x)
— Product rule:
D(fg)(x) = f(x)Dg(x) + g(x)D f(x)
Chain rule:
D(go f)(x) = Dg(f(x))D f(x)

(the right hand side represents composition of linear functions; i.e. matrix multiplication)

Hessian of a scalar function f : R” - R
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Taylor approximation to 2nd order:

£ = Flx0) + V7 (x0) - (x = %0) + 5 (x = x0) - [P (x0) (x — %0)] + R (3, %0)

where
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Note that by letting x = x¢ + h, where h = (hy, ..., hy), and expanding out, we get the formula from
the book:
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f(Xo +h) = f(XO) + Z aaf (Xo)hi + % Z
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Extrema (maxima/minima) of functions:
— Gradient test for local extrema:
f(xg) is an extremum = V f(xq) =0
(But not the converse; i.e. Vf(xg) = 0 does not mean xg is necessarily a local max or min)
— 2nd derivative test for local extrema: if V f(xq) = 0 and
D? f(x) positive/negative definite = f(xp) is a local minimum /maximum

(But not the converse; i.e. if D? f(x¢) is not positive or negative definite, it may still be true that
f(x0) is a local max or min.)

— Lagrange multipliers for constrained extrema: in order for f to have an extremum subject to
constraints g1 (x) = ¢1, ..., gr(X) = ¢, we must have
Vf(xo) = AMVgi(xo) + - + A Vgr(xo)
(Combined with the equations g (xg) = ¢1, -.., gr(Xo) = ¢ this gives n+ k equations for the n+k
unknowns (1, ..., Tn, Aly-- -, Ak)-)
— Existence of global maxima and minima for continuous functions

A C R"” closed, bounded => f: A — R obtains maximum/minimum values

— Finding global maxima/minima on a closed and bounded set A
1. Find and list critical points inside A,
2. Find and list critical points on A,
3. Take those points for which f obtains largest/smallest values



